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Abstract—Processing-in-memory (PIM), where compute is
moved closer to memory or data, has been explored to accelerate
emerging workloads. Different PIM-based systems have been
announced, each offering a unique microarchitectural organiza-
tion of their compute units, ranging from fixed functional units
to programmable general-purpose compute cores near memory.
However, one fundamental limitation of PIM is that each compute
unit can only access its local memory; access to “remote” memory
must occur through the host CPU – potentially limiting applica-
tion performance scalability. In this work, we first characterize
the scalability of real PIM architectures using the UPMEM PIM
system. We analyze how the overhead of communicating through
the host (instead of providing direct communication between
the PIM compute units) can become a bottleneck for collective
communications that are commonly used in many workloads.
To overcome this inter-PIM bank communication, we propose
PIMnet – a PIM interconnection network for PIM banks that
provides direct connectivity between compute units and removes
the overhead of communicating through the host. PIMnet ex-
ploits bandwidth parallelism where communication across the
different PIM bank/chips can occur in parallel to maximize
communication performance. PIMnet also matches the DRAM
packaging hierarchy with a multi-tier network architecture.
Unlike traditional interconnection networks, PIMnet is a PIM-
controlled network where communication is managed by the PIM
logic, optimizing collective communications and minimizing the
hardware overhead of PIMnet. Our evaluation of PIMnet shows
that it provides up to 85× speedup on collective communications
and achieves a 11.8× improvement on real applications compared
to the baseline PIM.

I. INTRODUCTION

Emerging workloads, such as deep neural networks, demand
computational capabilities beyond those provided by general-
purpose architectures [28]. As a result, domain-specific archi-
tectures are commonly used to support the necessary com-
putations [19], [40], [54], [73], [80], [86]. However, system
performance is often bottlenecked by the memory system
and by the movement of data to/from the main memory
system [21], [45]. This bottleneck is becoming more prob-
lematic from data-intensive workloads that require large mem-
ory capacities and high memory bandwidth. Processing-in-
memory (PIM) has been proposed as a potential solution
to reduce the memory bandwidth gap and improve overall
performance [64]. Recently, memory vendors have announced
different PIM modules, including the Samsung HBM function-
in-memory (FIM) [55], SK Hynix GDDR-based PIM [58], and
the UPMEM DPU [25].

The type of compute across the different PIMs differ in
terms of compute throughput and programmability. For ex-
ample, SK Hynix PIM [58] has fixed functional units while
Samsung FIM [59] provides some (limited) programmable
compute logic. UPMEM [25] provides a general-purpose com-
pute core near the memory banks. All PIM implementations
pursue a similar goal of trying to minimize changes to the stan-
dard memory interface (e.g., DDRx protocol) while providing
computation near the memory. However, the compute unit or
logic only has access to its “local” memory (or memory bank)
and cannot access “remote” memory or data located near other
compute units or banks. Thus, one fundamental limitation of
current PIM architectures is that remote memory accesses
or accesses to a “non-local” PIM bank 1 occurs through the
host CPU. This indirect PIM-to-PIM communication through
the host impacts both the latency and bandwidth of inter-PIM
communications.

In many parallel workloads, collective communication is
commonly used between multiple nodes to communicate or
exchange data following computation and is commonly used
in CPUs [15], [84] and GPUs [3] through collective communi-
cation libraries. Modern PIM SDK (such as UPMEM [6]) pro-
vides some collective operations (e.g., gather, broadcast) and
SimplePIM [16] provides an additional interface/wrapper to
support collective communication. Recently, PID-Comm [67]
proposed optimizations to improve collective communication
for PIM by reducing the collective communication overhead
in the host CPU. However, PID-Comm is a software-based
approach to accelerate collective communication, and unlike
other nodes such as CPUs or GPUs that have inter-node
interconnect, the performance of collective communication in
PIM is fundamentally limited by the communication band-
width to/from the host CPU. Thus, in this work, we propose a
PIMnet architecture where a domain-specific network [7] en-
ables direct communication between PIM banks and efficiently
accelerates collective communication.

Prior work [20], [83], [89] has proposed interconnecting
DIMMs to provide direct communication between the DIMMs.
While these work avoids communicating through the host,
they assume that the near-memory compute unit is placed

1In this work, we refer to a PIM bank as the unit of compute and “local”
bank memory. We use PIM bank and PIM node terminology interchangeably.



on a centralized buffer chip in the DIMM. In comparison,
the benefits of PIM are maximized when near-memory com-
pute is provided at a bank granularity, in order to exploit
internal memory bandwidth [25], [58], [59] and prior work
do not enable communication between near-bank PIM nodes.
Given a large number of banks, introducing a general-purpose
interconnect between the DIMM (or banks) is prohibitively
expensive because of memory technology limitations (e.g.
limited number of metal layers) and the hardware overhead;
thus, we propose a domain-specific network [7] for PIM that
targets collective communication which is commonly found in
many emerging workloads [17], [65].

In this work, we first revisit the impact of inter-PIM com-
munication by using a roofline model analysis and demonstrate
the potential benefit of PIM interconnection network and
how direct communication improves inter-PIM communica-
tion bandwidth and collective communication performance.
We also show how the scalability of modern PIM systems
from collective communication is limited, even with an ideal
software-based collective communication on a PIM system. To
enable PIM scalability when communication is required, we
propose PIMnet – a processing-in-memory interconnection
network to enable direct communication between the PIM
banks across all DIMMs sharing the same memory bus
channel. Thus, PIMnet avoids the high cost of communicating
through the host (or the CPU). In particular, we exploit the
communication or traffic pattern of collective communication
to design a PIM-controlled interconnection network. The inter-
PIM communication is carefully managed or “orchestrated”
by the PIM to ensure on-chip communication contention
is removed while minimizing the interconnection network
hardware overhead. Two critical factors in any interconnection
network are technology and the packaging constraints [23].
PIM interconnect presents unique challenges because of the
memory packaging hierarchy and the memory technology
constraints that limit the amount of logic and wire that can
be introduced. PIMnet is a multi-tier topology that exploits
both a direct and an indirect network to match the packaging
hierarchy of PIM (or memory) systems and the collective
communication pattern. PIMnet exploits PIM bandwidth par-
allelism (or parallel communication among different PIM
banks) which can be exploited when local (e.g., inter-bank)
communication can be performed in parallel. By providing
direct communication between the PIM banks without support
from the host, PIMnet enables performance to scale as the
number of PIM banks increases. Effectively, the goal of
PIMnet is to enable “One Gigantic PIM” architecture, instead
of an architecture that is a collection of many PIM banks. In
particular, the key contributions of this work include:

• We identify a bottleneck of communication in modern
PIM architectures that limits scalability as communica-
tion occurs through the host and demonstrate the perfor-
mance limitation on the UPMEM PIM system.

• We propose PIMnet – a domain-specific interconnection
network for PIM that enables efficient collective com-

Fig. 1: High-level block diagram of a UPMEM system that
consists of regular DIMM and PIM-enabled DIMMs.

munication through direct connectivity between the PIM
nodes and avoid indirectly communicating through host.

• We propose a PIMnet architecture that matches the mem-
ory packaging constraints through a multi-tier intercon-
nect. PIMnet is PIM-controlled interconnect as PIM logic
orchestrates communication between the PIM banks to
exploit the PIM bandwidth parallelism.

• We evaluate the benefits of PIMnet and show compared
to communicating through the host, collective communi-
cation performance can be improved by up to 85×.

II. BACKGROUND

A. UPMEM PIM Architecture

To evaluate the scalability of a representative PIM-based
memory system, we use the UPMEM architecture [25]. While
other PIM architectures such as Samsung HBM PIM [59] or
SK Hynix GDDR PIM [58] have been announced, they are
not publicly available. Even more importantly, the UPMEM
architecture provides the most flexible PIM solution in terms
of general-purpose computation that can be exploited for near-
data processing. Figure 1 presents a high-level block diagram
of a UPMEM PIM system. Inside each chip, there are 8
DRAM Processing Units (DPUs) and 8 64-MB memory banks.
Each DPU has 14-stage pipeline, 32-bit processor, that sup-
ports up to 24 hardware threads, called tasklet. [25] Each PIM
bank consists of a DPU, 64-MB main memory bank (MRAM),
a 24-KB instruction memory (IRAM), and a 64-KB scratchpad
memory (a software-managed cache called WRAM). The
PIM-enabled memory system is organized hierarchically –
multiple PIM banks on a single PIM chip, multiple chips on a
DIMM, and multiple DIMMs in the system. The host CPU can
read/write data from/to MRAM through the DDR4 interface
using UPMEM APIs [6]. Only data located in WRAM can
be used for computation and the DMA module is responsible
for moving the data between MRAM and WRAM within each
bank.

B. Collective Communications

Collective communication is defined as communication that
occurs in a coordinated manner between a group of processes
or nodes in a parallel (distributed) system [15], [84]. Common
collective communication patterns include AllReduce, where
reduction operations (e.g., average, sum, etc.) are performed
on partial sums across multiple nodes, and All-to-All where
all pairs of nodes exchange data. Collective communication is
a critical component of many parallel algorithms and applica-
tions in high-performance computing (HPC) [30], [69]. These
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TABLE I: Qualitative comparison of PIMnet with prior work
regarding where inter-PIM communication is done. Collective
operation refers to the computation necessary in some collec-
tive communication (e.g., reduction operation in AllReduce).

operations have also become important in many emerging
workloads, including deep neural networks [74], [78]. As the
number of nodes increases, collective communication is a
critical component in communication performance and has a
direct impact on overall system performance.

Most prior work for PIM do not target workloads where
communication is required between the PIM banks because
of high overhead of PIM-to-PIM communication. Recent work
have proposed improving PIM-to-PIM communication through
a collective communication API interface (SimplePIM [16])
and optimizing the host CPU overhead for collective commu-
nication (PIM-Comm [67]). However, these work are effec-
tively “software”-based approaches to collective communica-
tion and are limited by the bandwidth available to/from the
host CPU. Other work [85], [89] have proposed hardware-
based communication between DRAM but do not provide
direct PIM bank-to-bank communication. In comparison, this
work proposes an efficient hardware-based collective commu-
nication for PIM-to-PIM communication. To the best of our
knowledge, this is one of the first work to propose a PIM-
specific interconnection network. The qualitative comparison
between PIMnet and prior work is summarized in table I.

C. Evaluation Methodology

In this work, we use the UPMEM PIM system [25] since
it is publicly available and programmability (or flexibility)
is provided with a general-purpose compute logic. However,
our observations on scalability (or limited inter-bank PIM
communication) apply to other commercial PIM architec-
tures [58], [59]. The configuration of the UPMEM system
used in our evaluation is shown in Table II. For evaluation,
we developed kernel code using the UPMEM API [6] (which
is based on C) and the source code is partitioned into host
code that is executed on the CPU, and kernel code that is
offloaded to the PIM DPU. While there has been recent work
on collective communication in UPMEM systems [16], [67],
benchmarks with collective communication were not readily
accessible. Thus, we implemented similar workloads as prior
work including BFS, CC, MLP, and GEMV. The baseline
collective communication (using the host) was implemented
used UPMEM API – identical to how collective communica-
tion was implemented in SimplePIM [16]. We also evaluated
two emerging workloads – the embedding table (EMB) found

Configuration
CPU Intel(R) Xeon(R) Silver

4215R CPU @ 3.20GHz
Number of PIM DIMM 20 DIMMs (20 Ranks)
Number of regular DIMM 4 DIMMs
Number of DPUs 2560 DPUs
DPU Frequency 350 MHz
PIM-Enabled Memory 171 GB
DRAM Memory 96 GB

TABLE II: System configuration of the UPMEM server.

Fig. 2: Roofline models to demonstrate the potential benefits
from a direct PIM-to-PIM interconnect, including (a) tradi-
tional roofline model [87] and (b) modified roofline model
using communication arithmetic intensity [14].

in deep learning recommendation models (DLRM) [65] and
Number Theoretic Transform (NTT), used in Fully Homo-
morphic Encryption [17]. NTT was implemented based on
iterative FFT algorithm, and merged Cooley–Tukey NTT
optimization [79] with N = 216 (number of coefficients).
2D NTT [12] was also implemented – i.e., two computation
NTT steps with each step consisting of 256 256-point NTTs
using 16 tasklets on each DPU. The computation steps in 2D
NTT are column-wise NTTs followed by row-wise NTTs that
required All-to-All collective communication.

III. MOTIVATION: PIM SCALABILITY LIMITATION

Prior work [39], [47], [67] have identified challenges from
the lack of inter-PIM communication in modern PIM systems.
In this section, we revisit the challenges of inter-PIM com-
munication and the limitations of PIM scalability caused by
the communication between the PIM and the host CPU. In
particular, we use the roofline model to present the potential
performance benefits from a dedicated PIM interconnect.
We then present the scalability limitations of the collective
communications on the UPMEM PIM system.

A. Roofline Model

Two different roofline models are shown in Figure 2 to
highlight the potential benefits of a dedicated PIM intercon-
nect (shown as PIMnet). We compare PIMnet with the
baseline PIM based on the UPMEM [25] and two alternative
PIM collective communication modeling – Max DRAM BW
and Software(Ideal). Max DRAM BW assumes that the



(a) AllReduce (b) All-to-all

Fig. 3: Scalability comparison of (a) AllReduce and (b) All-
to-all collective communication across different PIM imple-
mentations.

DRAM bandwidth (e.g., 19.2 GB/s) can be fully utilized
for collective communication 2 while Software(Ideal)
models an idealized software-based collective communication
where only communication to/from the host are modeled and
the host overhead is assumed to be zero. 3

Figure 2(a) shows a conventional roofline model that plots
operational intensity against compute throughput. Since all
implementations have the same internal memory bandwidth,
the sloped line is identical with the maximum horizontal line
showing the compute limit maximum compute throughput
of the PIM system. However, workloads that require inter-
PIM communication result in lower system (compute) utiliza-
tion from the communication overhead (Baseline PIM).
Increasing the DDR bandwidth utilization (Max DRAM BW)
improves the compute throughput slightly while using an opti-
mized software collective communication can further increase
the compute throughput (Software(Ideal)). However, all
of these approaches require communication through the host
and are limited by the bandwidth (and the serialized commu-
nication) through the shared memory channel. In comparison,
a dedicated PIM interconnect (PIMnet) can theoretically
achieve throughput that nearly matches the throughput of
the underlying PIM architecture, achieving approximately 8×
more compute throughput than Software(Ideal).

An alternative roofline model that uses communication
arithmetic intensity [14] or the number of operations per
amount of bytes sent over the network is shown in Fig-
ure 2(b). Using this model, the difference in the collective
communication bandwidth is shown through the different
slopes of the roofline plot. For PIM workloads that require
communication, the roofline model shows how most of the
region will be communication-bound, shown by the sloped
line for Baseline. The other two approaches improve the
communication bound but with a hardware-based PIMnet,
the PIM workloads become less communication bound and
maximize PIM compute throughput.

2Prior work [39] demonstrated that the DRAM bandwidth that can be
achieved on the DDR4 UPMEM system is between 4.7 and 16.9 GB/s.

3An example of software-based collective communication includes PID-
Comm [67] which optimizes collective communication compared to the base-
line PIM; however, such software approach only reduces the host overhead but
PIM-to-PIM communication still requires communication through the host.

Design Goals PIMnet Design
Low-radix network Ring bank-to-bank network
Simplify arbitration No hardware arbitration through scheduling
No network buffers No network contention

Minimize pins Utilize existing channels

TABLE III: PIMnet design goals and how PIMnet achieves
the design objectives highlighted.

B. Collective Communication Scalability

Performance scalability of the collective communication
across different PIM-based implementations is shown in Fig-
ure 3. The results are shown for weak scaling as the message
size is proportionally increased as the number of PIM banks
(or DPUs) is increased. The results are normalized to the
baseline system at 8 PIM banks. Similar to the roofline
model analysis, PIMnet is compared to Baseline [16], [25]
and Software(Ideal) – an ideal implementation of PID-
Comm [67] where all host overhead is removed. The baseline
PIM results in the lowest performance and an ideal software
implementation provides significant performance improvement
compared to the baseline implementation for AllReduce.
However, both are still “software” implementations, and the
scalability is limited beyond 64 banks when multiple DIMMs
(or ranks) within the same channel are utilized. In compari-
son, a dedicated PIM interconnect provides not only higher
performance but also better scalability as PIMnet does not
communicate through the host CPU. In addition, PIM band-
width parallelism can be exploited as the number of ranks
increases beyond one as local AllReduce within each rank or
chip can be done in parallel. While the global reduction is
limited to the DDR memory channel bandwidth, the amount
of data that needs to be communicated after local reduction is
much smaller – thus, effectively improving overall scalability.
The benefit of PIMnet for All-to-All is lower since all traffic
is global and bottlenecked by the DDR memory channel band-
width; however, the benefit of PIMnet is still approximately
2× compared to an ideal software implementation through 256
DPUs. In this work, we assume 64 DPUs per rank and 4 ranks
per memory channel; thus, PIMnet only provides connectivity
between the 256 DPUs within a single memory channel. When
DPUs across multiple channels need to communicate, PIMnet
still requires communication through the host – similar to the
baseline PIM system. It remains to be seen if PIMnet can be
extended to inter-memory channel communication.

IV. PIMNET ARCHITECTURE

An interconnection network between PIM nodes presents
new challenges and opportunities. Because of memory pack-
aging constraints and limited amount of logic in memory
technology, a conventional hardware-based interconnect router
microarchitecture is not feasible. Hence, we propose PIMnet
– a domain-specific interconnection network [7] for inter-
PIM bank collective communication between the PIM nodes.
An important characteristic of collective communication is
determinism in the communication pattern – i.e., the source,
the destination, and the message size are known ahead of



Fig. 4: High-level overview of the PIMnet that consists of (a)
inter-bank, (b) inter-chip, and (c) inter-rank networks to enable
direct inter-PIM communication.

time [8]. PIMnet exploits this behavior to enable a PIM-
controlled interconnect that orchestrates the communication.
In this section, we describe the necessary software changes to
enable efficient collective communication through PIMnet and
present the PIMnet microarchitecture in the following section.

A. PIM-constrained Interconnect

The cost of an interconnection network and routers is often
defined by the buffers and crossbar datapath as well as the
arbitration that is often on the critical path [48]. A unique
constraint of PIM interconnect is that the technology is based
on memory (or DRAM) process technology – resulting in
limited availability of logic and wires/bandwidth. As a result,
the design objectives of PIMnet include the following:

• Keep radix low: Maintain low port count to enable
low switch/crossbar complexity, which is proportional to
O(k2) where k is the switch radix.

• Simplify arbitration: Reduce or avoid switch arbitration
to minimize impact on the critical path and network
throughput.

• No Buffers: Minimize the amount of switch input buffers
to reduce router overhead.

• Minimize “pins”: Adding more pins to existing DRAM
packaging is infeasible while introducing more wires
within a chip is also very costly because of limited metal
routing resources.

To achieve these objectives, general-purpose interconnec-
tion network is prohibitively expensive given the DRAM
constraints. We propose a domain-specific interconnection
network where communication is “scheduled” to avoid the
complexity of a conventional interconnection network. In-
stead of dynamic flow control with buffering and arbitration,
communication is scheduled such that contention does not
occur – thus, removing the need for any input buffers and
arbitration. The key observation is that the communication
traffic pattern is known ahead of time or is deterministic.
For example, collective communication such as AllReduce
and All-to-all communications for global communication be-
tween PIM banks have known communication patterns (i.e.,
source/destination and traffic amount) and can be scheduled.

Inter-bank Inter-chip Inter-rank
Physical channels Bank I/O bus DQ pins DDR bus
# channel 4 2 1 (half-duplex)
Width per 16 4 64
channel (b)
Bandwidth per 0.7 1.05 16.8
channel (GB/s)
Physical topology ring crossbar bus
Router PIMnet stop Buffer chip Buffer chip

TABLE IV: Comparison of different network hierarchy in
PIMnet.

In this section, we describe PIMnet which requires changes to
the PIM architecture, both in terms of the hardware and the
software. We use the UPMEM as our baseline and avoid mod-
ifyi ng the DDR interface to the host to ensure compatibility
with the existing host/CPU interface.

B. PIMnet Overview

To avoid the communication performance overhead through
the host, PIMnet provides a dedicated inter-PIM interconnect
for communication. A high-level block diagram of the PIMnet
is shown in Figure 4, which consists of a multi-tier intercon-
nect to match the DRAM packaging hierarchy. At the lowest
level, inter-bank network provides connectivity between banks
within a single chip. The next level of interconnect is the inter-
chip network that connects multiple chips together within a
single rank. The last level of interconnect is the inter-rank
network across the different ranks (or DIMMs) that share
the same memory channel. To address the PIM-constrained
challenges, PIMnet has the following principles (Table III):

• Utilize existing DRAM pins and/or on-chip wires to
maximize DRAM constraints.

• PIM-controlled interconnect, where the interconnect or
communication is managed by the PIM units.

• Data movement is “scheduled” to avoid contention and
minimize interconnect complexity.

A high-level qualitative comparison of the three tiers of
PIMnet is provided in Table IV. The configuration shown
is only one possible implementation of PIMnet and different
configurations as possible, as long as the DRAM packaging
constraints are met – e.g., instead of a bi-directional ring
for inter-bank, a unidirectional ring with 2 channels and
32 bits per channel can be created. All three tiers utilize
existing interconnect/pins as much as possible. Because of the
packaging constraints, the bandwidth provided across each tier
differs. Within each chip, approximately 0.7 GB/s per bank
channel results in a bisection bandwidth of 2.8 GB/s. With 8
chips per rank, the total inter-bank bisection is approximately
2.8 × 8 = 22.4GB/s. When all banks communicate in parallel
for bandwidth-optimal collective communication (e.g., Ring
AllReduce), PIMnet provides 2.8 × 64 = 179.2GB/s of ag-
gregated send and receive bandwidth per rank. Each tier also
differs in the topology as the inter-bank is a direct network
where each PIM node has its own “router” while both the
inter-chip and inter-rank are indirect network by exploiting
the buffer chip to enable PIMnet.



(c) (d)

1: BEFORE: // PIM code before
// communication

2: St READY, 1
3: POLL:  ld $r1, START
4:        bz $r1, Poll
5: RS:    pld $r1, GEN_ADDR
6:        pld $r2, EJECT
7:        add $r1, $r1, $r2
8:        st $r1, GEN_ADDR
9:        ld $r1, GEN_ADDR
10:       st $r1, INJECT
11:       ld $r1, COMPLETE
12:       bnz $r1, AFTER
13: WAIT: ld $r1, BUBBLE
14:       bnz $r1, WAIT
15:       jmp RS
16: AFTER: // PIM code after 

// communication

(a)

// Pre-processing
1: AllocatePIMBanks()
2: LoadPIMBinary()
...

// Host collective communication
4: Host_ReduceScatter() {

Gather()
Reduce()
Scatter()

}

// Post-processing
6: RetrieveOutput()

Ho
st

PI
M

PI
M

Ho
st

Ho
st

(b)

// Pre-processing
1: AllocatePIMBanks() 
2: LoadPIMBinary()
...

// Post-processing
6: RetrieveOutput()

Ho
st

PI
M

Ho
st

// Execute kernel on PIM
3: PIMKernel_1()
// PIMnet collective communication
4: PIMnet_ReduceScatter(size,scope)

5: PIMKernel_2()5: PIMKernel_2()

// Execute kernel on PIM
3: PIMKernel_1()

Fig. 5: High-level pseudo-code of (a) baseline collective communication for PIM, and (b) proposed PIMnet, (c) PIM instructions
that are offloaded for collective communication, and (d) the execution flow of PIMnet communication across multiple banks.

C. PIMnet Software/Interface

An overview of the collective communication in the baseline
PIM systems is shown in Figure 5(a) which illustrates a
pseudo-code that is executed across the host and the PIM. Re-
cent work has proposed alternative collective communications,
including SimplePIM [16], a software framework to support
PIM programming and provide communication primitives, and
PID-Comm [67] which optimizes host overhead for collective
communication. However, the high-level behavior shown in
Figure 5(a) is valid as the collective communication (e.g.,
Host_ReduceScatter()) is executed on the host while
the PIM kernel is offloaded to the PIM. Once the PIM kernel
is launched (and executed), collective communication (i.e.,
Reduce-Scatter) is executed on the host. In the proposed
PIMnet, changes to the pseudo-code are shown in Figure 5(b).
The PIM kernel code remains the same but the PIMnet API
is called for collective communication. The key difference
is that the collective communication results in a sequence
of instructions that is also offloaded to the PIM, similar to
the PIM kernel code itself. 4 In the example, the arguments
for PIMnet_ReduceScatter() include size which is
the number of elements that need to be communicated, and
scope which defines how many banks (or DPUs) are partic-
ipating in the collective communication.

The corresponding PIM code for the collective commu-
nication is shown in Figure 5(c). The PIM assembly in-
structions consist of multiple phases including POLL phase
which provides synchronization between the DPUs before the
execution of the collective communication and RS (Reduce-
Scatter) which iterates across the data from the WRAM to
perform the local reduction and move data using the PIMnet.
WAIT phase is used to ensure access to the shared inter-
chip (or inter-rank) channels is properly scheduled to avoid
contention between the banks on the same DRAM chip. The
execution flow of the collective communication on the PIM
is shown in Figure 5(d). During the POLL phase, each PIM
bank sends the READY signal to the control interface unit
that is shared by all banks on the same chip. The control
interface aggregates the READY signals and if the scope of
the communication is beyond a single DRAM chip, READY
signal is sent to the inter-chip switch (and then, to the inter-

4The behavior is similar to GPUs where collective communication kernels
are launched by the host and executed on the GPU.

rank switch if the scope consists of multiple ranks.) Once the
READY signals are all aggregated, START signal is sent back
to the appropriate banks such that the PIM banks can begin
their collective communication.

V. PIMNET MICROARCHITECTURE

In this section, we describe the details of the PIMnet mi-
croarchitecture and the direct PIM-to-PIM interconnect across
the memory packaging hierarchy, including inter-bank, inter-
chip, and inter-rank.

A. Inter-Bank Network

A detailed block diagram of PIMnet architecture is shown
in Figure 6. The main microarchitectural change for the inter-
bank interconnect (Figure 6(a)) is the PIMnet stop or a “router”
that is added to interconnect the PIM banks together. Since
all communication is “scheduled” to avoid any contention,
no input buffers or arbitration (or hardware flow control) is
necessary within the PIMnet stop. Hardware routing is also not
necessary since the packets or data movement are scheduled
or “orchestrated,” similar to software-scheduled network [8].
With the simplified architecture, PIMnet becomes a deter-
ministic interconnect architecture as the latency between a
source and a destination is fixed as there is no source of non-
determinism, including queuing or arbitration. However, PIM-
net introduces two requirements to ensure the communication
is done deterministically – the launch of communication needs
to be synchronized and the “scheduling” of the communication
is needed to ensure there is no contention for communication
resources. As described earlier in Section IV-C, READY signal
is leveraged for synchronization. Based on the type of collec-
tive communication, the scheduling is done differently. For
example, for AllReduce, hierarchical Ring-based AllReduce
is used while for All-to-all communication, the scheduling is
done based on ring algorithm in inter-bank communication
and permuted injection pattern for inter-chip and inter-rank
communication to avoid any contention in inter-chip switch
or on the multi-drop memory bus.

The changes to the datapath of the inter-bank network is also
shown in Figure 6(a). Additional datapath is added between
the WRAM and PIMnet stop (for inter-bank communication)
and from the WRAM to the DDR interface for inter-chip/rank
communication as the data for communication is provided
from the WRAM. The added datapath is only utilized when
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Fig. 6: A detailed block diagram of PIMnet architecture across multi-tier interconnect consisting of (a) inter-bank, (b) inter-chip,
and (c) inter-rank networks. The red components highlight the new components introduced with PIMnet.
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Fig. 7: (a) DRAM chip diagram showing hierarchical, bank
I/O bus with the PIMnet topology connectivity shown in red,
(b) conventional DDR I/O bus (DQ) interface, and (c) proposed
PIMnet I/O that splits the I/O bus into multiple channels.

PIMnet communication is enabled (i.e., PIMnet_en is as-
serted). The physical connectivity of the inter-bank is a ring
topology in our PIMnet implementation. To minimize the
impact on wire routing resources which are limited to 3 metal
layers [77], [82], we leverage the existing I/O bus in modern
DDR DRAM chips [1], [2], [4]. A block diagram of the
internal, hierarchical DRAM I/O bus structure is shown in Fig-
ure 7(a) with the logical connectivity of the PIMnet topology
overlaid on top. The DDR I/O bus used for normal memory
access can be shared for inter-bank (PIMnet) communication
since communication does not overlap with memory accesses
or host-to-memory communication. We assume a baseline I/O
bus of 64 bits [62] and the I/O bus is hierarchical with two
banks or a bank group sharing one set of I/O bus and the
bank group sharing a global I/O bus. The bank group I/O bus,
commonly organized as a 64-bit bidirectional bus (Figure 7(b))
is partitioned into four 16-bit unidirectional channels for the
PIMnet ring connectivity (Figure 7(c)) – to provide the four
channels for In/Out from the East/West ports.

B. Inter-Chip Network

Inter-chip communication of PIMnet occurs through the
existing DRAM pins (i.e. DQ pins). Since there are 8 DQ

pins on a DDR4 DRAM chip, we partition them into two
groups for PIMnet – 4 pins to send data to the buffer chip
and 4 pins to receive data from the buffer chip. For normal
memory operations, the DQ pins are used as a bidirectional bus,
but for PIMnet, the bus is partitioned into two unidirectional
channels. Similar to inter-bank channels, sharing of the DQ
pins is possible since inter-chip communication does not
overlap with any host-to-memory communication. We also
assume a DRAM with a memory buffer chip in the middle
of the DIMM [5] (Figure 6(b)) – thus, DQ pins are routed to
the memory buffer chip before being driven off the DIMM
through the memory channel bus. For PIMnet, the DQ pins
routed to the memory buffer chip are connected to an 8×8
inter-chip crossbar switch that provides connectivity between
the PIM chips on the same rank. In addition to the crossbar, a
switch control unit is necessary to manage the communication
between the PIM chips and the synchronization. The READY
signals from each chip are collected and when all chips are
ready, the START signal is sent to all DRAM chips to begin
inter-chip communication.

Unlike conventional crossbar [23] that has hardware ar-
bitration, the inter-chip crossbar is not hardware-controlled
but managed or scheduled before PIM execution to avoid
contention. When inter-chip communication is needed, the host
sends control information to the switch control unit during
PIM kernel launch. The control information includes the traffic
pattern (e.g., communication type and scope) and message
size. The switch control unit includes memory-mapped regis-
ters that contain switch configuration information for PIMnet
communication between the chips. An example of inter-chip
switch configuration is shown in Figure 8 for a 4×4 inter-chip
switch with 4 DRAM chips for the All-to-all communication.
To enable connectivity between all chips during inter-chip
communication, 3 steps (or N − 1 steps) are needed where
N is the number of chips that are participating in the All-to-
all communication.

C. Inter-Rank Network

The inter-rank interconnect (Figure 6(c)) shares a multi-
drop DDR bus that exists in modern DRAM between the
ranks; thus, building a “network” on top of a bus becomes a



Algorithm 1 AllReduce scheduling & addressing algorithm

NB , NC , NR ←Number of banks/chips/ranks
IB , IC , IR ←Bank/chip/rank ID
D ←Data size
AddrB ← Base address of communication
TRSB

, TAGB
←Inter-bank ReduceScatter/AllGather time

TRSC
, TAGC

←Inter-chip ReduceScatter/AllGather time
TRSR

, TAGR
←Inter-rank ReduceScatter/AllGather time

procedure Schedule AllReduce(domain, phase)
if (domain == bank) then

if (phase == RS) then
offset = 0
Addrs = start address = AddrB + ( D

NB
× IB)

else if (phase == AG) then
offset = TRSB

+TRSC
+TRSR

+TAGR
+TAGC

Addrs = AddrB+( D
NB
×((IB+NB−1)%NB))

else if (domain == chip) then
if (phase == RS) then

...
else if (phase == AG) then

...
else if (domain == rank) then

...
return offset, start address

t = 0 t = 1 t = 2
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Fig. 8: An example configuration of 4×4 inter-chip switch for
All-to-all communication across three time-steps.

challenge without physically modifying the bus. For PIMnet,
we also leverage the DDR bus as a “broadcast” bus. However,
since the source and destination are pre-determined based on
the traffic pattern in PIMnet, once the source rank (DIMM)
injects a packet, only the destination rank will receive the
packet without any support from the host. By leveraging a bus,
the communication is not necessarily as efficient as a point-
to-point link since multiple communications cannot occur si-
multaneously on a bus. However, by avoiding communication
through the host which utilizes the bus twice (once to reach
the host and once to send data back to the PIM nodes), there is
still approximately 2× improvement in bandwidth by enabling
direct communication between the ranks (or DIMMs). Similar
to inter-chip switch, inter-rank switches also has their own
memory-mapped control registers that can be accessed by the
host CPU and used to configure the switch.

D. Address Generation/Traffic Scheduling

Since PIM interconnect does not involve the host during
communication, each PIM bank needs the memory address

MRAM WRAM

N0

MRAM WRAM

N1

MRAM WRAM

N2

MRAM WRAM

N3

Addrs
Addrs

Addrs

Addr𝑠𝑠 Addrr
Addrr

Addrr

Addrr

(a)

MRAM WRAM

N0

MRAM WRAM

N1

MRAM WRAM

N2

MRAM WRAM

N3

Addr1
Addr2
Addr3

(b)

Fig. 9: High-level block diagram that illustrates the addresses
that need to be generated for (a) AllReduce (Reduce-Scatter)
and (b) All-to-all collective communication. The data for col-
lective communication for PIMnet needs to be accessed from
the local scratchpad memory. For simplicity, only addresses
for node N0 is shown in All-to-all communication.

of the data that is involved in the collective communica-
tions. Similar to GPU collective communication libraries (e.g.,
NCCL [3]), PIMnet collective communications occur across
multiple “steps” and the number of steps depends on the (1)
collective communication pattern, (2) number of PIM banks,
and (3) PIM interconnect topology. Since these parameters
are known prior to PIM execution, all addresses used during
communication can be produced by the CPU during com-
pilation. The address necessary depends on the collective
communication and the number of banks participating in the
communication and differs for each bank (or PIM node). For
example, for Reduce-Scatter within a single DRAM chip, the
address necessary for node Ni includes the start (read) address
for data to be sent to node Ni+1 (Addrs) while another address
is necessary to determine the data that needs to be combined
with the data received from Ni−1 (Addrr) as shown in Fig-
ure 9(a). In our PIMnet implementation, the local scratchpad
(i.e., WRAM) is used which contains a copy of the data that
is located in the main memory (i.e., MRAM). For hierarchical
AllReduce (or Reduce-Scatter) when the scope extends beyond
a single chip, additional memory addresses are needed for
the communication of data across the different hierarchies,
based on the collective communication algorithm. For All-
to-all communication, to minimize the memory requirement,
PIMnet implements a pair-wise communication such that data
can effectively be “swapped” between the pair of nodes and
the data do not need to be stored in an intermediate location.
For example, as shown earlier in Figure 8, the configuration for
All-to-all for each step is based on pair-wise communication
– e.g., if Ni is sending data to Nj , then, Nj also sends data to
Ni. In Figure 9(b), an example of the addresses that need to be
generated for All-to-all communication is shown for N0. The
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Fig. 10: Performance comparison and execution time breakdown of real-world applications. (B: Baseline PIM, S: Ideal software,
N: NDPBridge, D: DIMM-Link, P: PIMnet.) Input graphs of SpMV are from SparseP [31].

Communication
pattern

PIMnet implementation

Reduce-Scatter Ring(inter-bank)→
Ring(inter-chip)→Broadcast(inter-rank)

AllGather Broadcast(inter-rank)→
Ring(inter-chip)→Ring(inter-bank)

AllReduce Ring(inter-bank)→ Ring(inter-chip)→Broadcast(inter-
rank)→Ring(inter-chip)→Ring(inter-bank)

All-to-all Ring(inter-bank)→
Permutation(inter-chip)→Unicast(inter-rank)

Broadcast Ring(inter-chip)→
Broadcast(inter-rank)→Ring(inter-bank)

TABLE V: Collective communication primitives and their
implementation on PIMnet.

address that needs to be generated is proportional to N or the
number of nodes participating in the All-to-all communication.
For example, Addr1 corresponds to the send address for data
to N1 from N0 while Addr2 corresponds to data that will be
sent to N2 etc.

In addition to the local memory address, the latency (or
timing) information needs to be known ahead of time to
ensure deterministic data movement. Algorithm 1 provides
a summary of the algorithm for calculating the address and
timing information for each PIM bank during an AllReduce
communication. The address is used to determine the local
memory address while the timing information is used to
determine when the collective communication phase should
begin. The exact value of these two parameters depends on
the phase of the collective communication (e.g., Reduce-
Scatter (RS) and All-Gather (AG) for AllReduce) as well as
the hierarchy (e.g., bank, chip, rank) and latency parameters,
including latency to other bank/chip/ranks. Timing offset value
is necessary to determine when communication can begin –
e.g., for RS, communication can begin when synchronization
completes but for AG, communication needs to wait until
the previous RS phase completes. Address generation and
traffic scheduling of All-to-all is needed, similar to AllReduce
except more communication steps are needed for scheduling
of inter-chip (and rank) permutation. From the programmer’s
perspective, the detailed address and timing calculation pro-
cedure during compilation does not need to be exposed to
the programmer and only providing high-level library function
(e.g. PIMnet AllReduce() or PIMnet Alltoall()) is sufficient to
enable programmers to utilize PIMnet functionalities.

E. Routing

Given a topology, the routing algorithm determines the
path taken by a packet and is an important aspect of any
interconnection network [23]. However, since communication
is scheduled in PIMnet with a known physical topology and
a pre-determined communication algorithm (or the logical
topology [18]), no hardware-supported routing is needed as the
routing or movement of data is based on the “logical” topology
of the collective communication. Implementation of different
collective communication for PIMnet is summarized in Ta-
ble V. For Reduce-Scatter, the logical ring communication al-
gorithm is used for the inter-bank and the inter-chip hierarchy
while “broadcast” is used to reduce across the different ranks.
Since the PIM banks within the same DRAM chip perform
ring-based communication, each PIM bank only communicates
with its adjacent bank. For inter-chip communication, the
inter-chip switch is configured to form a ring for AllReduce
and Reduce-Scatter, or a different permutation of source-
destination connection is established across each time step
for All-to-all communication (Figure 8). Similarly, the inter-
rank switch accepts and rearranges data from remote ranks
based on static schedule defined by the communication pattern.
Therefore, once synchronization occurs, no congestion or
contention within the network occurs. In this work, we focused
mostly on two commonly used collective communications
including AllReduce (which consists of Reduce-Scatter and
AllGather) and All-to-all for PIMnet. However, PIMnet can be
extended to support other collective communications – e.g., for
collectives with N -to-1 communication (e.g., Reduce, Gather),
a single DPU can be used to enable such communication.

VI. EVALUATION

A. Methodology

A detailed processing-in-memory (PIM) simulator [43],
validated against UPMEM PIM hardware, was used in our
evaluation of PIMnet. The simulator was modified to model
PIMnet in our evaluation and the PIM system configuration is
summarized in Table VI. Both synthetic collective communi-
cation and real-world workloads were used in our evaluation.
Description of the workloads are summarized in Table VII,
including the workload inputs as well as the type of collective
communication used in the workloads. Our evaluations also
include two kernels that are commonly found in emerging



Configurations
Host CPU 16 Cores @ 4GHz,32KB L1

I/D,256KB L2,8MB L3
PIM Core 350MHz,24KB IRAM,64KB WRAM
Memory System DDR4-2400, 4 ranks/channel
Host-PIM bandwidth 4.74GB/s (PIM→CPU),

6.68GB/s (CPU→PIM),
16.88GB/s (CPU→PIM

broadcast) [39]
Buffer chip-PIM bandwidth 19.2GB/s ( [89])

TABLE VI: System configuration for PIMnet evaluation.

Workload Description Comm. Input/Config
Embedding
table lookup
(EMB) [65]

Table lookup in Deep
Learning

Recommendation Model
RS Pooling size 8,

Batch size 256

Number
Theoretic
Transform
(NTT) [88]

Key operation in
Homomorphic

Encryption (HE)
A2A N = 216

Matrix-vector
multiplication
(GEMV) [39]

Common operation in
linear algebra and
neural networks

RS 1024 × 64,
2048 × 128

Multi-layer
perception
(MLP) [39]

Fully connected layers
used in neural networks AR

256 × 256,
512 × 512,

1024 × 1024
Sparse

matrix-vector
Multiplication
(SpMV) [31]

GEMV operation using
sparse weight matrix RS

DBCOO
partitioning, 32

vertical
partitions

Breadth-first
search

(BFS) [39]

Graph traverse
algorithm from a single

start vertex
AR log-gowalla

Connected
components
(CC) [39]

Find maximal subsets of
a graph where there is a

path between any two
vertices within this set

AR log-gowalla

Hash join
(Join) [61]

Join operation used in
database applications A2A 64M tuples

TABLE VII: Description of real-world workloads used in the
evaluation. RS: Reduce-Scatter, AR: AllReduce, A2A: All-to-
all collective communication patterns.

workloads – homomorphic encryption (HE) and deep-learning
recommendation models (DLRM). For HE, we evaluate the
potential benefits of PIMnet for NTT (Number Theoretic
Transform) [88] that is widely used and requires All-to-all
communication between the nodes. In addition, embedding
tables are widely used in DLRM for categorical data and
we evaluate both synthetic embedding tables (EMB_Synth)
and production-level (EMB_Prod) embedding tables (RM1,
RM2, RM3) [63]. Since we focused only on the embedding
lookup within DLRM, Reduce-scatter communication is nec-
essary. For the synthetic embedding tables, Cx-Ry embedding
table partitioning was used where x is the amount of column-
wise partitions and y is the amount of row-wise partitioning
of the embedding tables [49], assuming 4M entries, 64 em-
bedding dimension, and 8 of polling factor.

Performance is compared with a baseline PIM system with
host communication (B) and DIMM-Link [89] (D), which
proposed direct point-to-point connections between the dif-
ferent DRAM ranks. To ensure a fair comparison, we assume
the same “global” (or inter-rank) bandwidth between DIMM-
Link and PIMnet and ignore any overhead from the bridge

0
2
4
6
8
10

0%
20%
40%
60%
80%

100%

D P D P D P N D P D P D P D P D P N D P

1024 2048-128 C1-R256 RM2 rtn

BFS CC MLP NTT GEMV EMB_Synth EMB_Prod SpMV Join

Sp
ee

du
p

Ex
ec

ut
io

n 
Ti

m
e 

Br
ea

kd
ow

n

Inter-bank Inter-chip Inter-rank Mem Sync Speedup
10.46

Fig. 11: Breakdown of PIM communication time across eval-
uated workloads.

required in DIMM-Link. We also compare against an ideal
software collective communication implementation (S) and
NDPBridge [85] (N) for All-to-all collective communication
since it does not have support for AllReduce. To ensure
a fair comparison, we assume DIMM-Link [89] provides
bank-level PIM and assume each rank can perform collective
communication in parallel within its buffer chip for its local
data. Thus, the compute implementation across the different
alternative implementations is constant but the key difference
is how collective communication is performed. The initial
evaluations used 256 DPUs on a single memory channel and
additional scalability results are also presented.

Note that some of the workloads that we evaluate can be
implemented without collective communication (e.g., GEMV,
MLP). However, alternative implementations or parallelism
approaches lead to different trade-offs and some implementa-
tions do require collective communication. For example, data
parallelism can be used for GEMV/MLP which duplicates data
across the PIM nodes and does not require communication.
However, if tensor parallelism, similar to prior work [67],
[72], is used, collective communication is needed based on
the tensor partitioning.

B. Results

Application Performance Comparison: Figure 10 shows the
performance benefits of PIMnet on real-world applications. In
the baseline system, the performance of the graph workloads
(i.e, BFS, CC) is limited by the low communication bandwidth
through the host as AllReduce represents up to 83% of the
total execution time. However, PIMnet reduces the commu-
nication time to 5% and results in a 5.6× speedup for CC.
The larger amount of communication for CC (compared to
BFS) results in higher performance improvement. Compared
to the baseline, alternative implementations (S, D) provide
improvement compared to the baseline, but the benefits are
limited. MLP and NTT result in a relatively small speedup due
to a high proportion of compute time in the baseline PIM
system. The large compute time in these workloads is caused
by the low multiplication compute throughput of UPMEM
data processing units (DPUs) [25] as UPMEM does not
support native multiplication but is emulated through software.
GEMV involves the same amount of multiplication per input
as MLP; however, it results in higher speedup than MLP since
communication occurs after every layer. For EMB, RM3 results
in the biggest improvement from PIMnet because of a higher
amount of communication and a relatively low amount of
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Fig. 12: Scalability comparison for (a) AllReduce and (b) All-
to-all communication, with results normalized to the baseline.

memory access. Retrieval and accumulation of partial sums
in 2D-partitioned SpMV, before output retrieval from the host,
is accelerated by performing Reduce-Scatter using PIMnet and
thus, 2.43× speedup compared to the host-managed commu-
nication. Join operation in bank-level PIM system incurs an
All-to-all communication across all PIM banks after global
partitioning of tuples [61] and PIMnet provides 36% improve
in performance with 64M tuples compared to the baseline.
PIM Communication Analysis: Figure 11 shows the break-
down of PIM communication for representative configuration
of each workload and PIM communication speedup of PIMnet
normalized to DIMM-Link (D) is shown, except for NTT
and Join which is normalized to NDPBridge (N). The PIM
communication time is broken up into the three PIM hierarchy
(inter-bank, inter-chip, and inter-rank) as well overhead for
PIMnet, including Sync and Mem. Sync refers to the syn-
chronization overhead while Mem refers to the memory transfer
overhead between the scratchpad memory (i.e., WRAM) and
DRAM bank (i.e., MRAM) when the communication amount
(or data) cannot fit within the scratchpad and has to be
copied from the DRAM memory bank. Prior work (D) do
not have support for direct inter-bank communication but with
PIMnet, not only is direct inter-bank communication possible
but for workloads with AllReduce or Reduce-Scatter, PIMnet
significantly improves performance by performing inter-bank
communication in parallel. For some of the workloads (CC,
EMB_Synth, SpMV, and Join), the overhead from Mem is
non-negligible but PIMnet is still able to provide communica-
tion performance improvement over DIMM-Link.
Collective Communication Scalability: Scalability analy-
sis of AllReduce and All-to-all collective communication is
shown in Figure 12 as the number of DPUs are increased
from 8 to 256 DPUs. For both analysis, we assume weak
scaling with a message size of 32KB and the results are
normalized to the performance of baseline PIM system for
each number of DPUs. For AllReduce, as discussed earlier,
local AllReduce can be done in parallel and provides more
speedup as the number of DPUs increases. The benefit of
All-to-All with PIMnet is limited as the number of DPUs
increases since All-to-All requires global communication of
all of its data. However, compared to NDPBridge, PIMnet
does not require communication to/from the host and thus,
provides better scalability. In addition, PIMnet provides some
performance improvement over DIMM-Link because of direct
data exchange between PIM banks without the overhead of

(a) AllReduce (b) All-to-all

Fig. 13: Execution time comparison of credit-based flow con-
trol and PIM-controlled traffic scheduling for (a) AllReduce
and (b) All-to-all collective communication.
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Fig. 14: PIMnet’s AllReduce performance scalability over
different (a) inter-bank and (c) inter-chip/rank channel band-
width.

re-arranging data.
Comparison to Hardware-based Flow Control: PIMnet is
a PIM-controlled interconnect where data moves across the
interconnection network by exploiting the deterministic traffic
pattern. While this greatly simplifies the microarchitecture, it
can potentially have a performance impact because of the
synchronization overhead. To analyze the impact of static-
scheduled traffic management against a fully functional in-
terconnection network architecture, we implemented PIMnet’s
topology and static-scheduled traffic model in the cycle-
accurate NoC simulator Booksim 2.0 [46]. We then compared
the performance of collective communication. To measure the
performance overhead of statically scheduled communication,
we used execution time data of individual DPUs from the real
UPMEM system. This data was used as input to determine
when communication is ready for each node. In credit-based
flow control, each DPU starts communication right after
finishing its computation, and PIMnet starts communication
simultaneously after the last computation finishes across all of
the DPUs – thus, adding some synchronization overhead. As
the result in Figure 13 shows, for AllReduce, the performance
of both approaches is very similar within a 1% reduction
of the execution time of PIMnet. However, for All-to-all
communication, PIM-controlled scheduling (or PIMnet) shows
an 18.7% time reduction over credit-based flow control. Since
there are many independent point-to-point communications in
All-to-all, heavy contention occurs at the inter-chip crossbar,
and communication time actually increases.
Hardware Overhead of PIMnet: We implemented the PIM-
net in Verilog, including the PIMnet stop and the address
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Fig. 15: PIMnet performance benefit with different compute
implementations (HBM-PIM [59] and GDDR6-AiM [58]).

generator, and synthesized using OpenROAD [10] with 45nm
technology (Nangate45). The metal layers were restricted to 3
layers, similar to DRAM technology. The overhead introduced
was very negligible – an increase of only 0.09% area, com-
pared to a baseline PIM bank [25] while the power overhead
was estimated to be only 1.6%. Compared to a traditional NoC
router (e.g., a ring router), PIMnet stop results in over 60×
reduction in area. Inter-chip and inter-rank switch was also
synthesized and resulted in 0.013mm2 and 17mW of power
consumption overhead, which is negligible compared to buffer
chip resource [49]. One source of performance overhead for
PIMnet is the synchronization overhead (i.e., READY/START
signals) which is proportional to the propagation latency across
the PIMnet. In the PIMnet system that we consider, the worst-
case propagation latency across PIMnet is estimated to be
approximately 15 ns – or approximately 6 PIM (DPU) cycles).
Considering even a small message size (1KB) AllReduce
across 256 DPUs can take over 1000 cycles, the synchroniza-
tion overhead is relatively small.
Bandwidth Scaling Analysis of PIMnet: One important
factor in PIMnet performance is the interconnect bandwidth.
In Figure 14(a), the inter-bank PIMnet channel bandwidth is
varied from 0.1 to 1 GB/s. In this work we assumed inter-
bank bandwidth of 0.7 GB/s but even if the bandwidth is
reduced to 0.1 GB/s, PIMnet can still outperform DIMM-
Link by 3× because of the bandwidth parallelism that can be
exploited across the different DRAM chips. In Figure 14(b),
the inter-bank bandwidth is fixed at 0.7 GB/s and provides
the scalability analysis of inter-chip and inter-rank channel
bandwidth. Since PIMnet enables hierarchical AllReduce and
reduces the amount of global data communicated across the
different ranks, PIMnet is still able to outperform DIMM-Link
even with a smaller amount of global (inter-chip/inter-rank)
bandwidth.
Multi-channel Scaling Analysis: Figure 16 shows
EMB_Synth performance trend of different methods
with different number of PIM channels. Since the scope
of PIMnet is interconnecting PIM banks within the same
memory channel, data transfer across different memory
channels needs to go through the host CPU. However, PIMnet
can greatly reduce the transfer amount that goes to the host
CPU by performing channel-wise data reduction. Therefore,
the overhead of host communication is lower for PIMnet
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as the number of channels increases – resulting in higher
speedup compared to the baseline system with more memory
channels.
Alternative PIM implementation: This work was based
on UPMEM PIM architecture because of its programmable
compute but other PIM architectures [58], [59] have different
compute characteristics (and throughput); however, the need
for inter-PIM communication also exists for other PIM archi-
tectures. One key difference of the other PIM, compared with
UPMEM, is the higher compute throughput (or FLOPS) pro-
vided by dedicated hardware logic, including HBM-PIM [59]
and GDDR6-AiM [58]. In Figure 15, we provide an analysis
of the potential benefit of PIMnet if the compute throughput
of PIM is increased to match that of alternative PIMs. For the
workloads, we selected the two most compute-intensive tasks
in our evaluations: MLP and NTT. The results show that PIM-
net has the potential to provide more speedup. For example,
the performance improvement from PIMnet on MLP was only
1.3× in Figure 10 but if we assume PIM logic with custom
multiply/accumulate units (i.e., GDDR6-AiM [58] PIM) that
provides 180× higher compute throughput than UPMEM [39],
the benefit of PIMnet increases to approximately 40×. The
next generation of DPUs from UPMEM [68] is described
to have support for native floating point operations, offering
more than several orders of magnitude higher FLOPS (5-
8TFLOPS/chip) compared to the current DPUs. As a result,
the benefits from PIMnet will likely be higher with future
DPUs from UPMEM.
Multi-Tenancy: Current PIM assumes a single workload or a
single user but it is possible future PIMs can have support for
multi-tenancy [50]. While PIMnet can support multi-tenancy
across the memory hierarchy, the key benefit of PIMnet is
the ability to provide bandwidth isolation across the different
tenants. For example, in the baseline system, spatial mapping



of multiple workloads is shown in Figure 17(a); however, the
bandwidth to/from the host need to be shared for PIM-to-
PIM communication and degrades performance. In compari-
son, with PIMnet (Figure 17(b)), the PIM-to-PIM collective
communication can be isolated and not only result in high
bandwidth but also exploits PIM bandwidth parallelism and
accelerate both workloads.

VII. RELATED WORK

There have been many prior work on accelerating differ-
ent workloads on the UPMEM PIM architecture, including
machine learning workloads [24], [34], [38], [60], transcen-
dental functions [44], sequence alignment [26], graph pattern
matching [13], homomorphic operations [35], sparse matrix-
vector multiplications [32], and join algorithms [61]. In addi-
tion, to accelerate data-intensive workloads that are memory-
intensive, different processing-in-memory architectures have
been proposed, including PIM architecture for recommenda-
tion systems and embedding tables [49], [56], [57], [71] as
well as fully homomorphic encryption (FHE) and various
kernels within FHE [36], [37], [66], [75], [90]. In this work,
we target similar workloads but unlike prior work, this work
explores potential benefits from introducing a domain-specific
(or PIM-specific) interconnection network to accelerate collec-
tive communication. Other work have also identified potential
limitations of PIM scalability caused by the PIM-to-PIM
communication overhead through the host CPU [16], [39], [47]
and software-based optimization of collective communications
have been proposed [67]. In comparison, this is one of the
first work to propose a dedicated (hardware) interconnect to
accelerate collective communication for PIM architectures.

To scale PIM architecture, different multi-PIM systems
have been proposed [70] including heterogeneous NPU-PIM
systems [41], [81]. The performance benefits of these systems
are often determined by the inter-PIM communication and
collective communication; however, the DRAM module-to-
module constraints are different from a PIM bank-to-bank
communication. To provide communication between DIMMs
without communicating through the host, different architec-
tures have been proposed including AIM [20] and DIMM-
Link [89] which have proposed external connector or a bridge
to interconnect the DIMMs together. ABC-DIMM [83] pro-
posed to re-use the memory bus to broadcast traffic and enable
DIMM-to-DIMM communication. NDPBridge [85] proposes
hardware “bridges” across the DRAM hierarchy to accelerate
message transfer between memory banks. In comparison, this
work addresses the challenge of collective communication in
PIM-to-PIM data movement and proposes a PIM-controlled
interconnect architecture.

There has been a significant amount of work done on dif-
ferent types of interconnection networks, including network-
on-chip [22], [23] to large-scale networks [53]. In addi-
tion, interconnection networks have been leveraged to enable
scalable near-memory or near-data processing architectures.
Memory channel network [11] proposes a practical near-
memory processing system where each near-memory proces-

sor is viewed as “node” that runs an OS. While no hardware
changes are necessary, it can introduce additional performance
overhead. Memory-centric network for CPUs [51] and CPU-
GPU systems [52] explore interconnect between the memory
modules and CPU/GPU as well as intra-module interconnect.
The memory-centric organization has been exploited for PIM
or NDP accelerations [9], [27], [29], [33], [76]. However,
the constraints of PIMnet (and PIM-to-PIM communication)
that we exploit present unique opportunities and challenges
compared to other types of interconnection networks. Active
routing [42] proposes computation within the network for near-
data processing; however, PIMnet does not require similar
type of “routing.” Modern PIM architectures [58] often have
broadcast bus structures where common data can be shared
between different banks for computation; as a result, different
approaches to accelerating broadcasting has been proposed
(e.g., ring-based broadcasting for Transformers [91]). PIMnet
presented in this work represents one possible implementation
and it remains to be seen how PIMnet can be optimized.

VIII. CONCLUSION

In this work, a domain-specific interconnection network for
PIM nodes, referred to as PIMnet, was proposed to enable ef-
ficient collective communication between PIM banks and pro-
vide scalable PIM architecture. PIMnet exploits the memory
packaging hierarchy to enable direct data movement for PIM-
to-PIM communication without sending data through the host.
In addition, PIMnet leverages communication characteristics
of collective communication to schedule communication and
create a PIM-controlled interconnection network architecture
to accelerate collective communication.
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